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Summary
In this article, we describe and analyse when and what
patients need to be told about the use of artificial intelli-
gence in clinical care. In many circumstances, patients do
not need to be told about the use of AI, but in cases in
which AI is making decisions rather than supporting them
or patient data are being transferred to a third party, spe-
cific consent must be sought from patients. Ultimately, AI
will become a routine part of clinical care, but until then,
clinicians must take great care to seek consent where nec-
essary.

All doctors know that patients must give consent to clinical
care because they have the right to make decisions about
their bodies and data. However, the introduction of artifi-
cial intelligence (AI) to diagnostic and treatment pathways
complicates matters, raising imported questions. Should
patients consent to the use of AI? Do they just need to be
informed about its use? Or is that going too far, and should
AI simply be considered another healthcare tool? In this ar-
ticle, we aim to answer these questions from both an ethi-
cal and a legal perspective to enable doctors to use AI safe-
ly and confidently with patients. Our discussion is based on
empirical research (qualitative interviews) involving doc-
tors and experts working with AI [1, 2], as well as legal
analysis conducted with lawyers [3], as part of the Swiss
National Science Foundation NRP77 project EXPLAIN.
Although our legal analysis is specific to Switzerland, our
conclusions are broadly transferable to other jurisdictions
in Europe, given the similar ethico-legal norms in clinical
practice and data protection.

Whether patients know it or not, AI is already used to ad-
vance clinical care, and there have been recent calls for
improving regulation in the medical field [4]. AI has been
shown to increase the accuracy of breast cancer screening
[5], and it assists surgeons during operations [6]; it also
reduces workload across a wide range of specialities and
administrative tasks [7]. In addition, it can assist doctors
by performing depth of anaesthesia monitoring [8], and it
is even used in automated defibrillators [9]. AI has also
shown potential across other areas of medicine, including
global health [10], genomics [11], and bioethics [12], but
our focus in this paper is on current and upcoming uses in

clinical care, in which the potential advantages for patients
are already clear.

Extensive literature already addresses the ethical issues
raised by AI, including the need for explainability, risks of
discrimination (for example, AI is more likely to miss skin
cancer in people with darker skin [13]), threats to confi-
dentiality, and even unreliable chatbots [14, 15]. However,
one issue has remained relatively neglected: although the
use of AI in healthcare is increasing rapidly, many patients
remain unaware of this. Given the importance of informed
consent to both patient autonomy and the relationship be-
tween doctors and patients, should doctors seek explicit
consent to the use of AI, or at least inform patients about
its use?

In answering this question, it is important to remember the
purpose of seeking consent: to respect the patient’s auton-
omy by allowing them to make informed decisions about
their care [16]. This cannot be accomplished through their
agreement to the use of something that they do not ful-
ly understand. If a doctor simply says, “We’re using AI
as part of your care, is that ok?” without explaining what
this means, patients might agree, but it would not be an in-
formed choice. Therefore, if doctors are to seek consent,
they must be clear about exactly what they are seeking con-
sent for to facilitate shared decision-making [17].

Consent in medicine also plays a role in enabling respect
for patients’ autonomy in balancing risks and benefits. In
several situations (e.g. when it comes to balancing length
and quality of life), rational persons might disagree in their
evaluation of which alternative is better. The same applies
to the use of AI. Table 1 provides current clinical care ex-
amples in which consent to use AI is necessary and exam-
ples of when it is not.

In many cases, AI is used as a clinical decision support
system, such as in depth of anaesthesia monitoring. Doc-
tors can use the outputs of such systems to inform their
own evaluation of a patient’s care. In such cases, AI helps
doctors by providing extra information that can benefit pa-
tients. As such, decision support systems are quite similar
to other software and devices used regularly by doctors to
inform their decisions and those of their patients. While AI
might be a different type of technology, consent is not al-
ways sought to use specific software or devices, although
patients might be informed of their use. In most cases, the
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same applies to the use of AI decision support systems:
there is no ethical or legal obligation to mention their use,
but doctors might want to do so in the spirit of full disclo-
sure. If they do discuss AI with patients, they should be
prepared to explain in more detail and answer questions so
that patients are sufficiently informed.

However, there are two important exceptions to the general
rule that patients do not need to be informed about the use
of AI. First, although most AI systems are mainly adviso-
ry, if an AI system is being used not as a decision support
system but as a decision-making system (in which deci-
sions or recommendations are fully automated), then pa-
tients must be informed about this and should be able to
consent to or refuse the use of such systems. Here, we do
not refer to a simple “if A, then do B“ logic but a process
in which multiple parameters are interpreted and integrat-
ed to draw a conclusion in a manner comparable to human
clinical reasoning. One example is in imaging, for which
AI systems can be more accurate and reliable than doc-
tors in classifying tumours and recommending treatment.
Again, if doctors can interpret the results of the AI sys-
tem and make their own recommendation, consent may not
be necessary, but if the AI is independently recommend-
ing treatment, specific consent must be sought (even if the
AI algorithm is fully “explainable”, meaning that the doc-
tor understands why it is making the recommendation – see
the next paragraph). Traditionally, doctors have made de-
cisions in partnership with patients, with patient consent
required to legally permit actions that would otherwise be
considered bodily injury. If AI replaces the traditional de-
cision-making process, this is not what a patient would im-
plicitly expect. Therefore, if AI largely replaces the physi-
cian’s decision-making role, informing the patient will be
necessary to ensure a true AI–patient partnership in deci-
sion-making.

Seeking consent from patients is particularly important in
any situation in which doctors do not fully understand why
AI systems are making decisions or recommendations (the
so-called “black box” problem) (although the use of “un-
explainable” AI of this type is currently unlikely in the
healthcare context) [21]. Depending on how closely inte-
grated AI is in care systems, this could pose practical chal-
lenges if patients do not want to use it, but their wishes
should be respected when possible. If informed consent to
the use of AI is sought formally, patients must be informed
about the potential effects of its use on their care compared

to the consequences of not using AI, including the prospec-
tive risks and benefits of both alternatives, without over-
burdening them with complicated technical information.

While doctors also make decisions that are not fully or
transparently explainable, introducing new technology to
the clinical setting can necessitate holding it to a higher
standard in order to build and maintain trust [22].

Second, while it might not be necessary to seek consent to
the use of AI in terms of medical ethics, it might be neces-
sary because of data protection laws. Patients must be in-
formed about the purposes for which their data are used,
but if AI is used like other hospital software, this will be
covered by the general consent to treatment and data use
within the hospital. However, if a hospital is sending pa-
tient data out of the hospital to a provider of AI services,
then patients may have a right to be informed about this
and opt out of such data transfer, depending on the local
legislation (the same may apply if AI is used for any “high-
risk” profiling of patients by algorithms designed for this
purpose). However, if data are processed within the hospi-
tal, then the fact that the software involves AI does not in
itself necessitate that patients be told of that particular pro-
cessing of their data. Note that this requirement to disclose
or seek consent to data transfer arises from data protec-
tion requirements, not from anything specific to the use of
AI. (Another related potential need to seek consent stems
from any potential commercial (re-)use of patients’ data
stemming from sharing with a local or off-site third-party
provider.)

Patient consent may also be needed when evidence shows
that AI is generally better at determining the best treatment
for a patient, but the chosen treatment poses significantly
higher risks and the doctors disagree (for example, a
chemotherapy that has particularly high risks). In such sce-
narios, any shared decision-making regarding treatment
would clearly need to include a discussion of AI’s role.

A final important point to consider is that patients should
perhaps be informed when AI could provide a higher stan-
dard of medical care but is not being used. If, as the ev-
idence suggests, AI improves efficiency and outcomes,
there may be a stronger case for informing patients when
hospitals are not using AI systems, as their care is more
likely to be compromised [23]. Generally, patients should
be warned about relevant risks, and in future, not using AI
may significantly increase risk; this in turn may impose an

Table 1:
Current uses of AI in medicine and where consent is necessary.

Examples of AI
use

Explicit consent is necessary Implicit consent is sufficient

Anaesthesiology Closed loop systems dosing anaesthesia based on depth of anaesthesia monitoring [18] (as of
today, not commercially available, experimental only)

Depth of anaesthesia monitoring e.g. BIS™, Narcotrend™.

Consent is required because AI determines the dose

Anaesthesiology Sedasys™ (Johnson & Johnson Robot for Sedation, e.g. for gastroenterological procedures) [19] Intraoperative pain monitoring (e.g. NOL™ pain response
monitor); Acumen HPI software (Edwards) for the predic-
tion of intraoperative hypotension up to 10 minutes prior to
a hypotensive event

Consent is required because AI determines the dose

Internal medi-
cine

Sinus rhythm ECG based prediction of atrial fibrillation in the future [20] Drug interaction check (e.g. MEONA®)

Consent is required because the physician has never seen an ECG of the patient showing atrial
fibrillation and must rely on the prediction of the AI with no possibility to verify it (In case of pre-
dicted atrial fibrillation, lifelong anticoagulation therapy should be given, which is associated with
an increased risk of bleeding)

Internal medi-
cine

Conversation with a chatbot instead of a real person to take the history Decision support tools to challenge the suspected diagno-
sis (Ada Health®)Consent is required to ensure that the patient knows that it is an AI, not a doctor.
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ethical obligation to use AI whenever evidence indicates
that it improves the quality of care. (In research settings, in
which AI is not yet validated, consent should of course be
sought from patients.)

Therefore, considering the analysis above, the answer to
our original question is as follows: generally, formal pa-
tient consent is not required for the use of AI in clinical
decision support systems, but doctors may choose to men-
tion it informally, as they would with other tools. If AI
use is the accepted medical standard in a given context, it
could be assumed that patients consent implicitly, similar
to consenting to technology use when entering a hospital
(for example, to undergo a CT scan). Specific consent is
only required (to respect patient autonomy) if AI is making
decisions independently, if its use deviates from standard
use, or if it is not used in a context in which the accepted
medical standard calls for its use. Explicit consent would
also be needed if data are shared outside of the hospital (to
comply with data protection legislation).

Hospital authorities and regulators must ensure that doc-
tors and other healthcare professionals are aware of, im-
plement, and comply with the correct standards regarding
consent to the use of AI. An insistence on always inform-
ing patients about all AI use is disproportionate and could
waste the patient’s and the professional’s time unnecessar-
ily, but in certain circumstances (as described above), its
use must be disclosed. Ultimately, AI will become an ac-
cepted and routine part of clinical care, but we are not there
yet; for now, care must be taken to ensure that patients are
given information about AI when required.
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