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Summary
Chatbots are computer programs designed to engage in 
natural language conversations in an easy and under-
standable way. Their use has been accelerated recently 
with the advent of large language models. However, their 
application in medicine and healthcare has been limited 
due to concerns over data privacy, the risk of providing 
medical diagnoses, and ensuring regulatory and legal 
compliance. Medicine and healthcare could benefit from 
chatbots if their scope is carefully defined and if they are 
used appropriately and monitored long-term.

The confIAnce chatbot, developed at the Geneva Univer-
sity Hospitals and the University of Geneva, is an informa-
tional tool aimed at providing simplified information to the 
general public about primary care and chronic diseases. 
In this paper, we describe the certification and regulatory 
aspects applicable to chatbots in healthcare, particularly in 
primary care medicine. We use the confIAnce chatbot as a 
case study to explore the definition and classification of a 
medical device and its application to chatbots, considering 
the applicable Swiss regulations and the European Union 
AI Act.

Chatbots can be classified anywhere from non-medical 
devices (informational tools that do not handle patient data 
or provide recommendations for treatment or diagnosis) to 
Class III medical devices (high-risk tools capable of pre-
dicting potentially fatal events and enabling a pre-emp-
tive medical intervention). Key considerations in the defini-
tion and certification process include defining the chatbot’s 
scope, ensuring compliance with regulations, maintaining 
security and safety, and continuously evaluating perfor-
mance, risks, and utility. A lexicon of relevant terms relat-
ed to artificial intelligence in healthcare, medical devices, 
and regulatory frameworks is also presented in this paper.

Chatbots hold potential for both patients and healthcare 
professionals, provided that their scope of practice is 
clearly defined and that they comply with regulatory re-
quirements. This review aims to provide transparency by 
outlining the steps required for certification and regulatory 
compliance, making it valuable for healthcare profession-
als, scientists, developers, and patients.

Introduction

The use of chatbots has been accelerated in recent years,
particularly since the public deployment of ChatGPT [1].
Chatbots hold significant potential across multiple fields,
including in medicine and healthcare, as these domains
depend heavily on service delivery and information ex-
change. In recent years, electronic patient messages have
increased by 1.6 times, resulting in additional time spent
using electronic health records and increased after-hours
work for healthcare professionals [2, 3]. This surge raises
the risk of physician burnout [3, 4]. Moreover, unanswered
messages may lead to a decline in the physician-patient re-
lationship. Chatbots could serve as a complementary re-
source, reinforcing this relationship by addressing some
patient inquiries without attempting to diagnose or replace
the physician’s role. If chatbots can reduce even part of
the messaging burden, they could potentially improve time
management, liberating some of physicians’ time, and al-
lowing more meaningful interactions between physicians
and patients. In turn, this could facilitate patient acquisition
of verified knowledge and foster greater empowerment in
healthcare. It is essential that physicians, caregivers, and
patients understand the core principles underpinning these
systems to make their operations more transparent, acces-
sible, and easier to grasp.

Large language models (LLMs) encode vast amounts of
text in a way that captures how words and phrases relate
to each other, allowing them to predict which words are
likely to follow. Driven by advanced algorithms, they have
become more powerful than earlier tools and are scalable
for use in specific fields. The rapid advancements in arti-
ficial intelligence (AI) have attracted significant attention.
New technologies using LLMs hold considerable promise
for the efficient use of chatbots in healthcare, including
summarising clinical documentation or research papers,
answering patient-specific questions, and assisting with
appointments and workflow management in medical prac-
tices or hospitals.

Some studies have evaluated the role of chatbots in man-
aging and supporting patients in primary care medicine.
Chatbots can play a crucial role in chronic disease manage-
ment, providing support [5] and assisting patients with spe-
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cific tasks such as self-monitoring and self-management
[6, 7]. The overall acceptance of chatbots in primary care
and chronic conditions appears promising, particularly in
areas such as cancer [8], hypertension [9], heart conditions
[10, 11], pulmonary conditions [10], mental health [12],
and adherence to therapy [13, 14]. User experience is one
of the most frequently cited metrics in studies, which re-
flects user satisfaction with perceived usefulness, ease of
use, and improved quality of life in managing their condi-
tion [15]. Studies have reported that patients with chronic
diseases may feel more comfortable using chatbots com-
pared to continuous in-hospital follow-ups [7]. For exam-
ple, chatbots providing assistance and follow-up to adults
receiving cancer treatment have been shown to reduce anx-
iety levels, limiting the need to contact healthcare profes-
sionals [16]. However, concerns about confidentiality and
content quality arise with the use of these technologies
[17].

However, there are also risks and challenges, along with
concerns in the medical and scientific communities about
how to best utilise and regulate this rapidly advancing
technology [18]. LLM chatbots, for instance, can provide
inaccurate information and can “hallucinate”, providing
seemingly coherent but incorrect answers. This poses a
significant risk in healthcare, especially when chatbots are
used for diagnosis or treatment [19]. One way to mitigate
these risks is by restricting chatbots to a specific knowl-
edge base through retrieval-augmented generation (RAG).
RAG is an AI technique that combines the capabilities
of LLMs with the specificity and accuracy of a verified
knowledge base. The RAG technique consists of limiting
the chatbot and allowing it to answer only within the pre-
defined scope set by the developer. Other risk mitigation
strategies include ongoing supervision and surveillance of
chatbots. In September 2022, the U. S. Food and Drug Ad-
ministration (FDA) issued guidance stating that chatbots
and AI-assisted devices should require approval as med-
ical devices unless their outputs are fully monitored by hu-
mans, who can “independently review the basis for the rec-
ommendations presented by the software” [20]. Another
approach is to carefully define the chatbot’s scope. For in-
stance, a chatbot designed to provide general information
is very different from one used for diagnosis or for admin-
istrative purposes like scheduling appointments. The scope
changes not only the definition of the chatbot, but also its
use, monitoring, and regulation. Indeed, several important
questions arise, such as whether the chatbot includes iden-
tifiable information, making it as sensitive as electronic
health records, whether it functions as a clinical decision-
making tool, requiring consideration of medical respon-
sibility, or whether it qualifies as a medical device, thus
subject to the same certification process as other medical
devices used in patient care. As a general approach, indus-
try standards and best practices that companies and indus-
try groups can adopt are essential, along with adaptive reg-
ulation and guidance from regulatory bodies.

The European Medicines Agency (EMA), through the
Medical Device Regulation (MDR) [21] and Medical De-
vices Ordinance (MedDO) [22] in Switzerland, and the
United States Food and Drug Administration (FDA) [23],
are two of the main regulatory bodies for medical devices
worldwide. Both agencies share similarities in their clas-

sification systems, although the MDR is considered more
stringent in its equivalency and surveillance processes
[24]. Additionally, the EMA uses notified bodies (as of
March 2024, there were 41 notified bodies designated un-
der the MDR) [25], whereas the FDA centralises this task
under a single government authority. Both systems use the
same risk classes (I, II, III) ranging from lowest to highest
risk, with the EU MDR further subdividing Class II into IIa
and IIb. The certification process varies depending on the
risk class. Therefore, when developing chatbots, it is im-
portant to determine whether they are classified as medical
devices and, if so, which risk class they fall under.

Based on our previous experience developing chatbots for
post-COVID care [26] (www.rafael-postcovid.ch) and for
general contact and administrative information
(https://www.hug.ch/en/contact) at the Geneva University
Hospitals, our team developed an informational chatbot
for primary care, addressing the challenges of certification
and validation. The chatbot, confIAnce, was developed
by the Division of Primary Care Medicine, the communi-
cation department, and several stakeholders at the Gene-
va University Hospitals and the University of Geneva. It
aims to provide simplified information to the general pub-
lic on primary care and chronic diseases. The chatbot is
designed for informational purposes only, using a knowl-
edge base owned and updated by the Division of Primary
Care Medicine, which reflects the most common patholo-
gies and chronic conditions encountered in general practice
[27]. This knowledge base was initially created for health-
care professionals and was adapted into layperson terms
to serve the general population. The chatbot uses retrieval-
augmented generation (RAG), limiting its scope to the ver-
ified database.

This paper aims to demystify the development and cer-
tification process for healthcare chatbots, defining their
boundaries and capabilities within the framework of the
MDR. Using the confIAnce chatbot as a case study, this
paper provides insights into the necessary steps and best
practices. Herein, we review the definition of a medical de-
vice under the MDR, the classification of chatbots accord-
ing to risk levels, the certification process, including quali-
ty management systems for both medical and non-medical
chatbots, data protection considerations, and new consid-
erations under the EU AI act.

Definition of a medical device

According to the MDR (Article 2 and Annex VIII) [21], a
medical device is “any instrument, apparatus, appliance,
software, implant, reagent, material, or other article in-
tended by the manufacturer to be used, alone or in combi-
nation, for human beings for one or more specific medical
purposes”. These purposes include “diagnosis, preven-
tion, monitoring, prediction, prognosis, treatment, or al-
leviation of disease; diagnosis, monitoring, treatment, al-
leviation of, or compensation for an injury or disability;
investigation, replacement, or modification of the anatomy
or of a physiological or pathological process or state; pro-
viding information by means of in vitro examination of
specimens derived from the human body”. Devices for con-
trolling or supporting conception, as well as those specifi-
cally intended for cleaning, disinfecting, or sterilising other
medical devices, are also included. Additionally, “software
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intended to provide information which is used to take de-
cisions with diagnosis or therapeutic purposes, or to mon-
itor physiological processes are also considered a medical
device”.

For a chatbot to qualify as a medical device, its application
must be explicitly medical, such as aiding in the diagnosis,
prevention, treatment, or management of diseases and
medical conditions. Scope is a determining factor: a chat-
bot designed solely to give general health and wellness ad-
vice may not fall under the MDR classification, whereas
one designed to diagnose or monitor specific medical con-
ditions, or offer personalised medical advice, would. More-
over, understanding the limitations of chatbots is essential.
While they can process and analyse large data sets and in-
teract with patients, their ability to provide accurate med-
ical advice or diagnoses depends on the sophistication of
their underlying algorithms and the quality of the data they
use. These limitations must be clearly defined to ensure
safe and effective use, avoiding over-reliance on these dig-
ital tools for critical medical decisions.

Application: The confIAnce chatbot, designed for primary
care medicine and chronic diseases, does not diagnose or
recommend treatment. Based on MDR regulations and the
definition of a medical device, confIAnce was classified as
a non-medical device. Several considerations were taken
to ensure safety and scope of use: the chatbot’s scope was
restricted to a specific knowledge base, additional control
layers were added to fall back to no response when outside
the scope of practice, and users were explicitly informed
that the chatbot is for informational purposes only. Safe-
guards were implemented to maintain a non-personalised
approach, reminding users that they are interacting with
a machine, and providing general information on chronic
diseases without interpreting patient data.

Classification of chatbots as medical devices

If a chatbot is defined as a medical device based on its ap-
plication, it must then be classified under the MDR into
one of the risk classes (figure 1).

– Class I devices are low-risk, and their certification
process typically involves self-certification. Self-certi-
fication is only applicable to Class I devices. This
means the manufacturer applies the best standards and
practices to the product without requiring external cer-
tification, though post-market surveillance and quality
control are still necessary. Examples include a chatbot
that reminds patients to take medications or schedules
appointments without interpreting patient data or mak-
ing clinical decisions.

– Class IIa devices are medium risk and require a confor-
mity assessment, including a review of the quality man-
agement system and product testing by third-party lab-
oratories. Examples include a chatbot integrated into a
hypertension management program for patients with
high blood pressure, providing lifestyle recommenda-
tions based on patient data, offering medication re-
minders, and sending alerts when readings fall outside
safe ranges. The chatbot’s role in guiding therapeutic
decisions through the interpretation of patient data and
supporting patient self-management qualifies it as a
Class IIa medical device. Since hypertension is consid-

ered a low to medium-risk condition, the device re-
mains classified as Class IIa.

– Class IIb devices present a higher medium risk and re-
quire rigorous third-party inspection and examination
due to the increased risk of harm if the device fails or
malfunctions. Examples include a chatbot integrated in-
to a cardiac insufficiency program, designed to provide
therapeutic recommendations based on patient data,
with alerts to medical professionals if immediate inter-
vention is needed. The chatbot’s role in guiding thera-
peutic decisions through interpreting patient data in a
high-risk condition, and the high-risk nature of cardiac
management, qualifies this chatbot as a Class IIb med-
ical device.

– Class III devices are high-risk and must undergo pre-
market approval, including detailed technical documen-
tation and clinical data. These devices support therapeu-
tic or diagnostic decisions that directly impact patient
survival or could lead to death or irreversible health de-
terioration. Examples include a chatbot that analyses
high-risk health indicators to predict acute events like
sepsis or organ failure, potentially hours before they oc-
cur, allowing for pre-emptive medical interventions.

Chatbots may also be classified as in-vitro diagnostic med-
ical devices (IVDs) if used for tests conducted on samples.
Under the In-Vitro Diagnostic Medical Device Regulation
(IVDR) [28], devices are classified into four categories (A,
B, C, and D) based on risk, with Class A devices represent-
ing the lowest risk and Class D the highest. Similarly to
medical devices, this classification imposes more stringent
requirements as the risk increases.

Certification process

While the landscape of AI is rapidly evolving, some certi-
fication standards should be considered by developers and
product owners in the development and dissemination of
their tools. Once the initial development phase is complet-
ed and relevant standards are identified, the certification
process begins with a clinical evaluation and the defini-
tion of the intended medical use, functionality, and mar-
ket. These elements are integrated into the design, and a
technical file or dossier is compiled. This technical file
provides detailed documentation of the chatbot’s devel-
opment, demonstrating its compliance with required stan-
dards and regulations. The file is then submitted to a cer-
tified notified body designated by the European Union to
assess the conformity of the product. The notified body
grants certification once all requirements and standards are
met, followed by required post-market surveillance under
the MDR to ensure continued compliance. Finally, if the
device is decommissioned, specific rules for ending its ac-
tive use must also be followed. Each step of the certifica-
tion process after the initial development phase is outlined
below and in figure 2.

(1) Clinical evaluation should follow the specifications
outlined in Article 61 and Annex XIV of the MDR [21].
Article 61 defines clinical evaluation, criteria for exemp-
tion, and demonstration of sufficient data access to justify
claims of equivalence – an important factor if the manu-
facturer can show that the clinical data used is based on
a device deemed equivalent. Clinical evaluation involves
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validating the clinical association and scientific validity of
Medical Device Software (MDSW). Valid clinical associ-
ation ensures that the device’s outcome aligns with the in-
tended clinical purpose, while scientific validity ensures
that this association is grounded in well-established scien-
tific principles and evidence. Clinical trials or investiga-
tions may be required to assess the device’s safety and effi-
cacy, subject to approval by ethics committees. Annex XIV
provides additional guidelines on evaluation methods, in-
cluding reviewing scientific literature, assessing safety and
performance, defining the intended purpose, target groups,
and clinical benefits, and determining methods to assess
safety and benefit-risk ratios. It also includes an analysis
of relevant clinical data to draw conclusions about safety
and clinical performance. Clinical data may come from a
device for which equivalence can be demonstrated (e.g.,
similar design, conditions of use, specifications, principles
of operation, and critical performance requirements). The
complete document can be found at (https://www.medical-
device-regulation.eu/2019/08/14/annex-xiv/). Although
these guidelines were written before the emergence of AI
technologies, they still apply to the certification process of
any medical device.

(2) Integrating the clinical evaluation and specifications in-
to the design and development of the device is an essential

step to ensure conformity and its potential use after certifi-
cation while meeting all required standards. During devel-
opment, it is important to adhere to existing norms, such
as IEC 62304 for medical device software, and other soft-
ware development requirements, especially given the cur-
rent lack of specific standards for AI devices. Verification
and validation should be completed prior to deployment,
along with appropriate user training to ensure the correct
and safe use of the device.

(3) Technical files must be submitted to a certified notified
body. A list of notified bodies can be found at:
https://health.ec.europa.eu/medical-devices-topics-inter-
est/notified-bodies_en. Notified bodies are responsible for
a comprehensive evaluation process, which includes re-
viewing the technical documentation of medical devices,
auditing manufacturers' quality management systems, and
ensuring ongoing compliance with applicable standards.
This assessment is especially critical for higher risk med-
ical devices, where independent verification of safety and
effectiveness is essential. In contrast, Class I devices,
which pose the lowest risk, may be self-certified. Notified
bodies also conduct audits and oversee post-market sur-
veillance to ensure continued compliance after certification
is issued.

Figure 1: Definition and classification of chatbots as medical devices. Further information on the definition and classification of medical de-
vices, including software, can be found in MDR article 2, MDR Annex VIII [21], Guidance on Qualification and Classification of Software in
Regulation (EU) 2017/745 (MDR) and Regulation (EU) 2017-746 (IVDR) [35], and the Medical Devices Legislation by the Federal Office of
Public Health [22].
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(4) Certification: Once a medical device successfully pass-
es this evaluation, the notified body issues a certificate of
conformity. This certificate is crucial, as it allows the man-
ufacturer to affix the CE marking, indicating that the de-
vice meets EU standards and can be marketed. After re-
ceiving the certificate, the device must be registered with
the appropriate authorities (i.e., Swissmedic) before being
introduced to the market.

(5) PMS is a systematic and essential process, ensuring
the continued safety and effectiveness of medical devices
after release to market. PMS involves real-world perfor-
mance monitoring and mandatory incident reporting. This
includes monitoring the software’s use in various clinical
settings, gathering performance data, and collecting user
feedback. This step is crucial for quickly identifying and
addressing potential issues to ensure the software remains
compliant with regulatory standards.

– Real-world data utilisation: Analysis of real-world data
helps refine the software and provides crucial insights
into its performance in diverse real-life scenarios,
which can lead to improvements and adaptations in
functionality.

– Mandatory reporting of incidents: Reporting time-
frames are determined based on the incident’s severity.
Any serious incidents and corrective actions taken to
ensure safety must be promptly reported to the relevant
authorities.

The MDR, particularly in Article 83, mandates that man-
ufacturers establish a comprehensive PMS system as part
of their quality management system. Manufacturers are re-
quired to actively and systematically collect, record, and
analyse data on their device's quality, performance, and

safety throughout its life cycle. For class I devices, manu-
facturers must compile a PMS report summarising the re-
sults and conclusions from the data, along with any pre-
ventive or corrective actions taken. This report must be
updated as needed and made available to competent au-
thorities upon request. For class IIa, IIb, and III devices,
manufacturers are required to prepare a Periodic Safety
Update Report (PSUR). The PSUR provides comprehen-
sive summaries of PMS data, findings from post-market
clinical follow-ups, sales volume, and estimates of the user
population. For class IIb and III devices, the PSURs are re-
viewed annually by the notified body and made available
to the competent authorities.

(6) The final phase in the device’s lifecycle involves de-
commissioning. This process must ensure data integrity,
compliance with regulatory standards, and proper commu-
nication with stakeholders.

Quality management system

A quality management system (QMS) is an essential
framework that ensures a product consistently meets re-
quired quality and safety standards. Core elements of a
QMS include the organisation's guiding principles,
processes to ensure consistency and quality – especially for
critical operations – and step-by-step procedures for car-
rying out specific tasks, providing clear guidance for em-
ployees.

If a chatbot is not classified as a medical device, quality
management standards still apply. Relevant certifications
may include ISO 4213 (assessment of machine learning
classification performance), ISO 24027 (bias in AI systems
and AI-aided decision making), ISO 24029 (robustness as-

Figure 2: Certification process, quality management system, and post-market surveillance for medical and non-medical chatbots. a: A medical
device, as defined by the Medical Device Regulation (MDR), is an article, instrument, apparatus, or machine that is used in the prevention, di-
agnosis, or treatment of illness or disease, or for detecting, measuring, restoring, correcting, or modifying the structure or function of the body
for a health-related purpose. b: A notified body is an organisation designated to assess the conformity of certain products before they are
placed on the market. c: The quality management system (QMS) process can take longer for medical devices compared to non-medical de-
vices. Setting up a QMS can take between 3 to 12 months, while QMS certification may take an additional 1 to 3 months. Based on the MDR,
the confIAnce chatbot is considered a non-medical chatbot. However, steps such as implementing a QMS and adhering to necessary stan-
dards for product certification and data protection remain applicable.
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sessment of neural networks), ISO 5469 (functional safe-
ty of AI systems), ISO 27563 (security and privacy in
AI use cases), and ISO 8200 (controllability of automated
AI systems). Additionally, processes should comply with
standards such as ISO 5338 (AI system lifecycle process-
es), ISO 8183 (data lifecycle framework), and ISO 23053
(framework for AI systems using machine learning). The
governing organisation should adhere to certifications like
ISO 42001 (AI management system), ISO 23894 (AI guid-
ance on risk management), ISO 5259-5 (data quality gov-
ernance framework), and ISO DIS 5259-3 (data quality
management requirements and guidelines).

For chatbots classified as medical devices, adherence to
ISO 13485 is essential. This international standard outlines
QMS requirements, including defining roles and responsi-
bilities, ensuring quality control throughout design and de-
velopment, planning validation and verification, risk man-
agement, and regulatory compliance. It also covers supply
chain management, product realisation, and customer fo-
cus. ISO 13485 mandates regular monitoring and measure-
ment of processes and devices. Additional relevant stan-
dards for medical software, which could apply to medical
chatbots, include IEC 82304 (safety and security of health
software), IEC 62304 (lifecycle requirements for medical
software), ISO 14971 (risk management for medical de-
vices), IEC 62366-1 (usability of a medical device related
to safety), ISO 20417 (identification and labelling of med-
ical devices), ISO 14155 (clinical investigation of medical
devices), and ISO TR 20416 (PMS).

Implementing a QMS requires organisation-wide involve-
ment, ensuring a unified approach to quality across all de-
partments, employee training, and engagement, as well as
leveraging external QMS expertise. Templates and tools
can assist in implementation. QMS certification includes
an initial audit by a third-party organisation, an assessment
of any non-conformities, and the granting of certification.
Ongoing surveillance audits are also conducted to maintain
certification.

Data protection

Chatbots considered non-medical devices remain subject
to regulations and standards including data protection, cy-
bersecurity, and quality management. Data privacy and se-
curity, while not in the scope of this paper, must always
comply with national or regional rules, such as the General
Data Protection Regulation (GDPR) in Europe [29]. Key
GDPR principles include consent, transparency, data min-
imisation, the right to access and erase information, data
portability, data protection officers, security measures, and
breach notification within 72 hours of becoming aware
of the breach [29]. Non-medical chatbots must also im-
plement strong cybersecurity measures to prevent data
breaches, unauthorised access, or other risks. Regular au-
dits and stress tests should be conducted to ensure compli-
ance with security standards. ISO/IEC 27001 certification
[30] is applicable in this context, confirming that the chat-
bot has adequate cybersecurity safeguards. Regular up-
dates should be applied to comply with the latest security
standards to protect users, along with a clear incident re-
sponse plan in case of a breach.

Application: The confIAnce chatbot was designed to be
completely anonymous for security and privacy purposes,

and it does not collect any personally identifiable infor-
mation. To enhance both accessibility and anonymity, we
chose to avoid sign-ins and downloadable applications.
The chatbot is hosted on the Geneva University Hospitals'
website, accessible to all without the need for sign-in or
specific software. The confIAnce chatbot has been re-
viewed by internal security officers and complies with
GDPR and the Swiss Federal Act on Data Protection, ad-
dressing data transparency, security, quality, individual
rights, and potential penalties for non-compliance. Addi-
tionally, ISO/IEC 27001 certification is applicable, ensur-
ing that potential information security risks are identified
and managed.

Additional provisions under the EU AI act

The EU AI Act [31] builds on existing regulations such
as the MDR and IVDR, classifying AI systems into three
categories: (1) prohibited, (2) high-risk, and (3) low to
minimal risk. Prohibited systems are those that cannot be
marketed due to the potential for physical, psychological,
or other forms of harm. High-risk systems, which include
products requiring third-party conformity assessment
(Classes IIa to III under the MDR), must undergo the
full certification process. Low to minimal-risk systems are
not required to undergo the same level of scrutiny but
are encouraged to establish behavioural codes of conduct
to promote adherence to legal requirements applicable to
high-risk systems. High-risk AI systems must follow the
certification process, including registration in the EU data-
base. These systems also require specific features, such as
appropriate human-machine interface tools, human over-
sight proportionate to the level of risk, and transparency in
providing information when necessary.

Application: Under the MDR, the confIAnce chatbot was
classified as an informational non-medical chatbot. This
evaluation was based on the fact that confIAnce provides
users with information about chronic diseases and is limit-
ed to a verified knowledge base. As the chatbot is not de-
signed to offer diagnosis or treatment options, it operates
as an easily accessible knowledge repository without de-
livering personalised information. Safeguards include dis-
claimers, reminders of the chatbot's primary use, anonymi-
sation of all data, and fallback mechanisms for prompts
outside its scope. These considerations align with the cur-
rent EU AI Act. Additionally, confIAnce undergoes con-
tinuous monitoring with automated tests and a chatbot
master who regularly evaluates the prompts and answers
for accuracy and harmlessness. Part of the ongoing quality
improvement process involves reviewing recurring user
prompts not yet included in the knowledge base.

Conclusion

Chatbots are rapidly evolving and, when used within their
defined scope, hold significant potential in healthcare. Spe-
cific safeguards, adapted regulations, and transparency are
essential to mitigate the risks and concerns regarding po-
tential harm or misuse. The certification process applicable
to medical devices provides a foundational understanding
and starting point; however, further provisions applying
directly to AI systems are still needed. In the meantime,
clearly defining the scope of practice, implementing risk-
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Table 1:
Lexicon in the development of chatbots and certification process.

Artificial intelligence (AI) The theory and development of computer systems capable of performing tasks that normally require human intelligence.

Machine learning A branch of AI and computer science focused on using data and algorithms to enable AI systems to imitate humans learning, grad-
ually improving accuracy [32].

Deep learning A subset of machine learning that uses large multilayered (artificial) deep neural networks that compute with continuous (real num-
ber) representations, mimicking hierarchically organised neurons in the human brain. It is particularly effective at learning from un-
structured data such as images, text, and audio [33].

Neural network A computational model inspired by the structure and function of biological neurons [33].

Large language models (LLM) A neural network trained on vast amounts of text to mimic human language. This type of foundation model processes large vol-
umes of unstructured text and learns relationships between words tokens (portions of words) [33].

Generative AI A form of machine learning where AI platforms generate new outputs in response to prompts, based on the data they were trained
on [33].

Retrieval-augmented generation (RAG) A technique that optimises the output of an LLM by referencing an external, authoritative knowledge base before generating a re-
sponse.

Fine tuning The process of adapting a pre-trained model for specific tasks or use cases [34].

Knowledge base A centralised repository for information that can be integrated with AI technologies.

Prompt Instruction or question provided to an AI system using natural language, rather than computer code.

Prompt engineering or prompt design The process of carefully constructing prompts or inputs for AI models to enhance their performance on specific tasks [33].

Prompt injection The process of overriding original instructions in a prompt with a special user input. This occurs when untrusted input is incorporat-
ed into the prompt. In a direct prompt injection, hackers control the user input and feed the malicious prompt directly to the LLM.

Bias A phenomenon where AI systems produce results that are systematically unfair or inaccurate due to erroneous assumptions or in-
fluences during machine learning. Bias in AI can have negative impacts on individuals and society, such as discrimination, misinfor-
mation, or loss of trust [33].

Hallucination A phenomenon in which an AI system produces outputs that are not based on reality or the given context [33].

Supervised learning A type of machine learning that uses labelled datasets to train algorithms to classify data or predict outcomes. The datasets are
pre-labelled by humans [33].

Unsupervised learning A type of machine learning where algorithms learn patterns from unlabelled data, without human guidance or feedback [33].

AI-Assisted device A device that leverages AI and machine learning algorithms to enhance or revolutionise its functionality.

Medical device An article, instrument, apparatus or machine used in the prevention, diagnosis, or treatment of illness or disease, or for detecting,
measuring, restoring, correcting, or modifying the structure or function of the body for a health-related purpose [28].

Medical device regulation Regulation (EU) 2017/745 on the clinical investigation and sale of medical devices for human use in the EU, repealing Directives
93/42/EEC (medical devices) and 90/385/EEC (implantable medical devices), in effect since May 26th, 2021 [28].

Food and Drug Administration A U.S. federal agency responsible for protecting public health by ensuring the safety, efficacy, and truthful labelling of food, cosmet-
ics, and nutritional supplements [23].

European AI act A European Union regulation establishing a common regulatory framework for artificial intelligence, proposed on 21 April 2021 and
passed on 13 March 2024 [31].

General data protection regulation
(GDPR)

A European Union regulation governing data privacy and information security, particularly Article 8 of the Charter of Fundamental
Rights of the European Union [29] .

Notified bodies Organisations designated by EU countries to assess the conformity of certain products before they are placed on the market [25].

Class I; IIa; IIb; III Risk classification for medical devices, ranging from low risk (Class I) to high risk (Class III) [28].

Certification The process that certifies a device’s compliance with applicable regulations and standards, guaranteeing the device’s safety and
performance [28].

Post-market surveillance (PMS) A systematic process that ensures the continued safety and effectiveness of medical devices after they have been released onto
the market [28] .

Quality management system (QMS) A framework that ensures a product consistently meets required quality and safety standards (ISO/IEC).

reduction tools and processes, and using chatbots for in-
formational purposes based on a verified knowledge base
represents an effective way to complement the relationship
between healthcare professionals and patients, without
making medical decisions or replacing physicians. The
next steps would involve assessing the added value of in-
tegrating informational chatbots into general practice and
identifying any challenges or limitations when deployed on
a larger scale. In real-world scenarios, chatbots could be-
come valuable tools for physicians, helping to free up time
and improve the quality of care.
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