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Summary
AIMS: The aim of the present study was to evaluate the
performance of various artificial intelligence (AI)-powered
chatbots (commercially available in Switzerland up to June
2023) in solving a theoretical cardiology board exam and
to compare their accuracy with that of human cardiology
fellows.

METHODS: For the study, a set of 88 multiple-choice car-
diology exam questions was used. The participating cardi-
ology fellows and selected chatbots were presented with
these questions. The evaluation metrics included Top-1
and Top-2 accuracy, assessing the ability of chatbots and
fellows to select the correct answer.

RESULTS: Among the cardiology fellows, all 36 partici-
pants successfully passed the exam with a median ac-
curacy of 98% (IQR 91–99%, range from 78% to 100%).
However, the performance of the chatbots varied. Only
one chatbot, Jasper quality, achieved the minimum pass
rate of 73% correct answers. Most chatbots demonstrated
a median Top-1 accuracy of 47% (IQR 44–53%, range
from 42% to 73%), while Top-2 accuracy provided a mod-
est improvement, resulting in a median accuracy of 67%
(IQR 65–72%, range from 61% to 82%). Even with this
advantage, only two chatbots, Jasper quality and Chat-
GPT plus 4.0, would have passed the exam. Similar re-
sults were observed when picture-based questions were
excluded from the dataset.

CONCLUSIONS: Overall, the study suggests that most
current language-based chatbots have limitations in accu-
rately solving theoretical medical board exams. In general,
currently widely available chatbots fell short of achieving
a passing score in a theoretical cardiology board exam.
Nevertheless, a few showed promising results. Further im-
provements in artificial intelligence language models may
lead to better performance in medical knowledge applica-
tions in the future.

Introduction

Artificial intelligence (AI) encompasses techniques en-
abling machines to replicate human cognitive functions
such as learning, reasoning and language understanding.

AI and chatbots have evolved since the mid-20th century,
marked by milestones like ELIZA [1] in the 1960s and
IBM’s Watson [2] in 2011. Despite setbacks, machine
learning advancements in the 1980s and 1990s reignited
interest. The internet facilitated rudimentary chatbot devel-
opment, leading to a surge in AI-powered chatbots across
sectors. Natural language processing blends linguistics and
machine learning to enable computers to understand, inter-
pret and generate human language, leveraging deep learn-
ing models like recurrent neural networks (RNNs) and
transformers. Natural language processing has numerous
applications, ranging from chatbots to virtual assistants
to content recommendation systems, language translation
tools, sentiment analysis for social media monitoring, and
even healthcare applications in education [3], research and
practice (e.g. medical record analysis [4, 5] and diagnosis
assistance [6]).

Skalidis et al. [7] and Kung et al. [8] have already proven
that ChatGPT can pass medical exams such as the Euro-
pean Exam in Core Cardiology in May 2023 or the USM-
LE in February 2023. Both studies worked with ChatGPT
to solve the exams and while ChatGPT may currently be
the most famous chatbot, there are several other AI chat-
bots such as Jaspar, Notion, YouBot, Bearly and CopyAI
that have not been tested in the same way.

This manuscript aims to investigate the performance of ar-
tificial intelligence in solving multiple-choice board exams
in cardiology by evaluating the accuracy of different chat-
bots in comparison to human graders. By presenting the
findings of this study, we aim to contribute to the ongoing
dialogue regarding the integration of AI in medical educa-
tion and assessment, discussing the challenges associated
with implementing AI in this context, including the need
for data transparency, ethical considerations and the impor-
tance of preserving the human touch in medical education.

Methods

In Switzerland, the Cardiological Board Exam consists of
both a theoretical and a practical exam. The theoretical ex-
am includes multiple-choice questions, while the practical
exam involves hands-on assessments and oral evaluations.
In the present study, our aim was to compare the perfor-
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mance of different chatbots with that of cardiology fellows
in solving the theoretical exam. We analysed and assessed
how well chatbots (commercially available in Switzerland
up to June 2023) performed relative to human fellows in
this task.

Dataset

Since 2018, the theoretical board exam is an online-proc-
tored examination (European Examination in Core Car-
diology [EECC]), endorsed by the European Society of
Cardiology (ESC). These datasets are confidential and in-
accessible. Therefore, for the present study, we used a “his-
torical” Swiss theoretical board exam, specifically the one
used in 2017. Until 2017, the theoretical multiple-choice
Cardiological Board Exam in Switzerland was conducted
using a selected set of 88 multiple-choice questions cover-
ing various cardiology topics and subfields from the 10th
Edition of Braunwald’s Heart Disease Review and Assess-
ment [9]. Each question in the dataset was accompanied
by five answer choices, with only one choice being the
correct answer. The pass threshold was set at 64 correct
answers (73% correct answers). Participants who scored
64 or above were considered to have successfully passed
the cardiology board exam, while those who scored below
were deemed unsuccessful. Since all the included chatbots
were language-based AI models, we carried out a separate
analysis using a reduced dataset that excluded the 12 im-
age-based questions, giving 76 questions in total.

Study population

Cardiology fellows

In 2017, 36 cardiology fellows were registered for the
board exam. Only those fellows who had fulfilled the pre-
requisite educational requirements were eligible to take the
cardiology board exam.

Chatbots

We selected 9 chatbots that were commercially available
in June 2023 in Switzerland. Some were free to use (Chat-
GPT, Bearly, You) and some required a paid subscription
(monthly rates of 10–49 US dollars [$]). Since information
on the technical background of chatbots is not easily ac-
cessible, we asked the chatbots to describe themselves (no-
tably, the texts below have been manually revised):

ChatGPT (https://openai.com/): ChatGPT (generative pre-
trained transformer) is an artificial intelligence language
model developed by OpenAI. OpenAI is a company found-
ed as a non-profit in 2015 by various investors. The gener-
ative models use a technology called deep learning, which
pulls large amounts of data to train an artificial intelligence
system to perform a task. ChatGPT is designed to provide
natural language processing capabilities for generating hu-
man-like text responses. The language model is trained on
various diverse text data, including internet sources, books,
articles etc. The model has been fine-tuned using advanced
techniques to enhance its language generation capabili-
ties, enabling it to generate coherent and contextually rel-
evant responses. The knowledge incorporated into ChatG-
PT was up-to-date as of September 2021, which serves as
the model’s knowledge cut-off. This means that ChatGPT

may not have access to information or events that have oc-
curred after that time. The web-based application with dif-
ferent model options being the same for the 3.5 and the 4.0
model, the accuracy of the answers may vary between the
two models. ChatGPT is free while ChatGPT plus 3.5 and
ChatGPT plus 4.0 subscribers pay a monthly fee of $20.

– ChatGPT: ChatGPT is a free version of OpenAI Chat-
GPT based on the GPT-3.5 architecture.

– ChatGPT plus 3.5: ChatGPT 3.5 plus is also based on
the GPT-3.5 architecture and has been trained on an im-
mense amount of text data from diverse sources. Again,
the knowledge of GPT-3.5’s training data only goes up
to September 2021.

– ChatGPT plus 4.0: ChatGPT-4.0 is based on the GPT-4
architecture, an enhanced version of its predecessors,
boasting a more extensive training dataset and signifi-
cant improvements in its model architecture and train-
ing process.

GPT-4 and GPT-3.5 differ in several key areas: (1) Archi-
tecture: GPT-4 has a more advanced and complex archi-
tecture, likely with more parameters, allowing it to process
information better and handle complex tasks. (2) Training:
GPT-4 was trained on a larger and more diverse dataset
using improved techniques, including advanced methods
like Reinforcement Learning from Human Feedback (RL-
HF), making it more accurate and context-aware. (3) Ca-
pabilities: GPT-4 generalizes better across tasks, is more
consistent in maintaining context, and handles nuances
more effectively than GPT-3.5. (4) Safety: GPT-4 includes
stronger safety measures to reduce problematic outputs,
making it more reliable in sensitive contexts. In short,
GPT-4 is a more powerful, accurate, and safer version of
GPT-3.5, with enhanced architecture and training methods.

Jasper (https://www.jasper.ai/): The proprietary natural
language processing model used to power Jasper is called
GPT-J. It is based on the GPT-3 models by OpenAI and has
been trained on a diverse range of text sources; nonetheless
the responses are based purely on the content input provid-
ed by the user and the data it was trained on. It is also im-
portant to note that Jasper’s responses are generated based
on the data that was fed into its model and therefore may
contain biases. According to the company, Jasper Chat has
learned from billions of articles and other pieces of infor-
mation before mid-2021 in 29 languages. Jasper is avail-
able for $39/month with a free 7-day trail. Jasper offers
two different settings to choose from: “speed” or “quality”.
Both “speed” and “quality” settings are part of the same
GPT-3 model used in Jasper AI but configured differently
to meet specific user needs.

– Jasper “speed”: When users choose the “speed” set-
ting, the GPT-3 model within Jasper AI is configured to
prioritise faster response times, which may sacrifice
some content quality. The “speed” setting is designed
for users who prioritise quick results.

– Jasper “quality”: When users choose the “quality” set-
ting, the GPT-3 model within Jasper AI is configured to
focus more on generating higher-quality content, even
if it takes slightly longer to produce the response. The
“quality” setting is geared towards those who value
more polished and well-structured content.
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Notion (https://www.notion.so/): The artificial intelligence
language model of Notion is built on top of the GPT-3
model developed by OpenAI. It can perform various tasks
such as language processing, image recognition and data
analysis. In contrast to other language models, Notion is
constantly being updated with the latest information and
data. However, the specific knowledge and information
available to it may vary depending on the sources and al-
gorithms used to train its model. Therefore, it is difficult to
determine an exact timeframe or end date for when Notion
will be up to date. Notion is cheaper than other models, at
$10/month.

Bearly (https://bearly.ai/): Bearly artificial intelligence as-
sistant is powered by ChatGPT. Although Bearly does not
undergo individual updates, the underlying ChatGPT mod-
el is periodically improved and updated by OpenAI. This
allows Bearly to benefit from advancements and refine-
ments made to the model, ensuring it stays up-to-date with
the latest developments. Bearly is an application that users
can download for free and use without a subscription.

Copy.ai (https://www.copy.ai): Copy.ai is an AI-powered
chatbot that uses GPT-3 models to autogenerate content
based on the user’s input and a few sentences of context.
Copy.ai provides the user with the sources of the informa-
tion it gives which makes it easier for understanding the
answers. As Copy.ai uses GPT-3 models from OpenAI, its
limitations are the same as those of ChatGPT. The infor-
mation the chatbot uses is not up-to-date and needs to be
considered while using it. Copy.ai is the priciest chatbot at
$49 monthly or $15 for 24 hours.

YouBot (https://you.com/): The language model that
YouBot is based on was built internally by You.com, and
details about the specific architecture of the model are not
available. YouBot is constantly updated with new data,
but it does not have a specific timeline or schedule for
these updates. The model has some capacity limitations
and can only process a limited amount of information at
once. YouBot is free to use after subscribing.

Evaluation metrics

To assess the performance of the participants and the chat-
bots, two evaluation metrics focusing on accuracy were
employed (primary outcome measures):

– Top-1 Accuracy: This metric measured the percentage
of questions for which the chosen answer was the cor-
rect answer. A higher top-1 accuracy indicates a better
performance in selecting the correct answer choice.

– Pass Rate: The pass rate was calculated to determine the
percentage of participants who achieved a score of 64
or more correct answers (73% or more). This pass rate
served as the threshold for successful completion of the
cardiology board exam.

To better understand the performance of the chatbots,
Top-2 accuracy was also analysed (secondary outcome
measure):

– Top-2 Accuracy (only for chatbots): This metric evalu-
ated the percentage of questions for which the correct
answer was among the top two chosen answer choices.
It measures the ability to include the correct answer
within the top two ranked choices.

Top-2 accuracy is not applicable to real-life exam settings
so could not be applied to the performance of participants.

Evaluation procedure

The same set of 88 multiple-choice cardiology board exam
questions was provided to the participating cardiology fel-
lows and chatbots:

– Participants selected one answer for each question. The
evaluation metrics mentioned above were then calculat-
ed using the participants' answers and the ground truth
correct answers provided in the dataset.

– Chatbots generated two ranked answers based on its
learned patterns and associations. The same prompt was
used for all chatbots (“Please answer these cardiology
exam questions with the most accurate answer [listed
as first] and the second most accurate [listed as sec-
ond]”). The evaluation metrics were then calculated us-
ing the model's ranked list and the ground truth correct
answers.

The same procedure was used for the reduced dataset (ex-
clusion of 12 questions with pictures).

Statistics and data interpretation

Continuous data are expressed as median and interquartile
range (IQR) or as mean ± standard deviation (SD), as ap-
propriate, and categorical data as counts and percentages.
Given that the data was not normally distributed (Shapiro-
Wilk Normality Test Results p <0.05), the nonparamet-
ric Kruskal-Wallis test (with post-hoc Bonferroni correc-
tion) was used for comparing the performance of different
chatbots. A p-value <0.05 was considered statistically sig-
nificant. Statistical analyses were performed on DATAtab
(DATAtab Team [2023]. DATAtab: Online Statistics Cal-
culator. DATAtab e.U. Graz, Austria. https://datatab.de).

Results

Cardiology fellows

Since all 36 fellows were well prepared and the entire
question catalogue was publicly accessible in advance [9],
all of them passed the theoretical exam (100% pass rate).
The median percentage of correct answers was 98% (IQR
91–99%, range from 78% to 100%). The accuracy of the
fellows compared to chatbots is shown in figure 1.

Chatbots

Out of the 9 chatbots, only one (Jasper quality) was suc-
cessful in passing the cardiology board exam with a very
close result: 64 correct answers out of 88 (73% correct
answers, minimal requirement/pass rate threshold). Over-
all, most of the chatbots performed poorly – the median
percentage of correct answers (Top-1 Accuracy) was 47%
(IQR 44–53%, range from 42% to 73%). In direct com-
parison, there were overall no statistically significant dif-
ferences between chatbot performances (p = 0.433). Only
Jasper quality performed statistically significantly better
than Jasper speed in post hoc testing (p = 0.037) (see ap-
pendix).

For Top-2 Accuracy, the probability of correct answers was
augmented by an average of 18% (range 9–24% depend-
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ing on the chatbot): the median percentage of correct an-
swers (Top-2 Accuracy) was 67% (IQR 65–72%, range
from 61% to 82%). Nevertheless, even with this advanta-
geous assumption, only two chatbots (Jasper quality, Chat-
GPT plus 4.0) would have passed the theoretical exam.
The comparative accuracy of the chatbots is shown in fig-
ure 2.

With the reduced dataset to 76 questions (exclusion of 12
questions with pictures), the results were quite similar: the

median percentage of correct answers (Top-1 Accuracy)
was 49% (IQR 46–51%, range from 45% to 80%). At a
pass threshold of 73% correct answers, only Jasper quali-
ty (80%) and ChatGPT plus 4.0 (76%) would have passed
the theoretical exam (see figure 3). Comparative results in
both datasets are shown in table 1.

Figure 1: Accuracy of the fellows compared to chatbots (Top-1 and Top-2 accuracy). The dashed line is set at a pass rate of 64 correct an-
swers out of 88 (73% correct answers, minimal requirement/pass rate threshold).

Figure 2: Accuracy of different chatbots (Top-1 and Top-2 accuracy). The dashed line is set at a pass rate of 73% correct answers (minimal
requirement/pass rate threshold).
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Discussion

The present study aimed to compare the performance of
different chatbots with cardiology fellows in solving a the-
oretical cardiology board exam. All 36 cardiology fellows
who participated in the study passed the theoretical exam,
resulting in a 100% pass rate. The median percentage of
correct answers among the fellows was 98%, indicating a
high level of preparedness and competence in cardiology.
Out of the 9 chatbots tested, only one (Jasper quality)
was able to achieve the minimal pass rate threshold of
73% correct answers. When the dataset was reduced to 76
questions by excluding the 12 image-based questions, two
chatbots exceeded the pass threshold (Jasper Quality 80%,
Chat GPT plus 4.0 76%). The other chatbots performed
poorly, with a median Top-1 Accuracy of 47%. This in-
dicates that most chatbots struggled to accurately select
the correct answer choice for the multiple-choice ques-
tions. When evaluating the Top-2 Accuracy metric, which
measures whether the correct answer was among the top
two chosen answer choices, the chatbots showed some im-
provement, with an average increase of 18% in the proba-
bility of selecting the correct answer. However, even with
this advantage, again only two chatbots (Jasper quality and
ChatGPT plus 4.0) would have passed the theoretical ex-
am.

Chatbots appear to have transformative potential, since the
ability to pass reputable exams has been previously pub-
lished in other countries and subspecialties: ChatGPT pro-

vided highly accurate answers to the US Certified Pub-
lic Accountant exam and the US bar exam [10, 11] and
achieved the passing criteria for the US Medical Licensing
Examination (USMLE) [8, 12]. In an ophthalmology ex-
amination, Antaki et al. showed that ChatGPT currently
performed at the level of an average first-year resident
[13]. A recent study [14] compared the performance of
GPT-3.5 and GPT-4 on the Japanese Medical Licensing
Examination (JMLE) and evaluated the reliability of these
models for clinical reasoning and medical knowledge in
non-English languages: in terms of the correct response
rate for individual questions, the examinees’ rate for essen-
tial knowledge questions was 89.2% compared to 87.2%
for GPT-4 (55.1% correct response rate of GPT-3.5). In
all cases, GPT-4 achieved the passing rates for the JMLE.
However, none of these rates exceeded the total percentage
of correct answers by examinees. In cardiology, a recent
study by Skalidis et al. [7] evaluated ChatGPT’s ability to
answer European Examination in Core Cardiology ques-
tions sourced from various official materials (questions
containing audio or visual elements such as clinical im-
ages, charts, tables, and videos were excluded). The model
accurately answered 340 out of 362 questions, achieving
an overall accuracy of 58.8%. Notably, its accuracy varied
across different sources, with performance ranging from
52.6% to 63.8%. The criteria for passing the EECC are es-
tablished based on candidates’ performance in the admin-
istered exam [15]. Over recent years, the pass mark for the

Figure 3: Accuracy of the different chatbots (Top-1 and Top-2 accuracy) in the reduced dataset of 76 questions (exclusion of 12 questions with
images). The dashed line is set at a pass rate of 73% correct answers (minimal requirement/pass rate threshold).

Table 1:
Comparative accuracy of the chatbots.

Full dataset (n = 88) Reduced dataset (n = 76)

Top-1 accuracy Top-2 accuracy Top-1 accuracy Top-2 accuracy

n % n % n % n %

ChatGPT 39 44% 59 67% 35 46% 50 66%

ChatGPT plus 3.5 41 47% 60 68% 39 51% 53 70%

ChatGPT plus 4.0 60 68% 71 81% 58 76% 66 87%

Jasper speed 37 42% 54 61% 35 46% 48 63%

Jasper quality 64 73% 72 82% 61 80% 68 89%

Notion 40 45% 58 66% 36 47% 53 70%

Bearly 42 48% 63 72% 39 51% 56 74%

CopyAI 41 47% 57 65% 37 49% 52 68%

You 39 44% 55 63% 34 45% 47 62%
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EECC has ranged from 65 (54%) to 70 (58%) correct re-
sponses out of 120 questions. Plummer et al. [16] ques-
tioned whether ChatGPT would be capable of meeting the
requirements of the current EECC: some of the questions
analysed by Skalidis et al. [7] differ significantly from
those in the EECC (structure, format, editorial process,
etc.). Moreover, ChatGPT would likely be unable to tackle
36 (30%) of the 120 questions in the EECC that incorpo-
rate visual elements like images or video clips. With an
overall accuracy of 58.8% in text-based questions, it is an-
ticipated that ChatGPT would achieve 49 correct respons-
es (41%), falling below any previous passing threshold. As
the actual EECC datasets are confidential and inaccessible,
we used in the present study a historical Swiss theoreti-
cal board exam setting from 2017 (previously predefined
questions, higher pass rate threshold).

Despite the possibility of misuse resulting in academic dis-
honesty [17] and the limitations discussed below, there is
clear positive potential of chatbots in medical education
[3]: Artificial intelligence can identify flaws in medical ed-
ucation [18], can contribute to tailoring education based on
the needs of the student with immediate feedback [19] and
can rapidly craft consistent realistic clinical vignettes of
variable complexities as a valuable educational source with
lower costs [20]. Furthermore, chatbot use can be consid-
ered as a motivation in healthcare education based on per-
sonalised interaction, either as a self-learning tool or as an
adjunct to group learning [8, 21, 22].

Limitations

It’s important to consider the limitations of the studied
chatbots, such as their knowledge cut-off of September
2021 and their reliance on the data they were trained on.
The knowledge cut-off should be taken into consideration
when interpreting the responses generated by the studied
chatbots, as they may not reflect the most recent devel-
opments or advancements in the field. Until 2017, the
theoretical multiple-choice Cardiological Board Exam in
Switzerland was conducted using a selected set of mul-
tiple-choice questions covering various cardiology topics
and subfields from the 10th edition of Braunwald’s Heart
Disease Review and Assessment [9]. Although it was pub-
lished in 2015, the chatbots seemed not to have been
trained on this specific text regarding the poor perfor-
mance. This reflects a clear data selection bias. Neverthe-
less, since for exam preparation the whole question pool
was previously accessible to all fellows, they all had – by
definition – a huge selection bias too. Overall, this may
lead to an inherently biased comparison.

Besides selection bias, another limitation is a time bias:
evidence has evolved since 2015, updated guidelines have
been published since then and what could be considered
the most accurate answer at that time may no longer have
been the first choice in 2021 (the knowledge cutoff of the
Chatbots is September 2021). Furthermore, didactic ap-
proaches and medical education assessment are under con-
stant evolution – since chatbots have been trained with su-
pervised learning and reinforcement learning from human
feedback, outdated linguistic patterns may influence the
answering behaviour. We therefore reassessed all 88 ques-
tions if “best option/correct answer” would still be applic-
able in 2023: no incorrect answer was identified under ap-

plication of latest guidelines (e.g. infective endocarditis,
cardiomyopathies). Accordingly, performance itself is not
affected. Nevertheless, 6 questions (<10%) appeared di-
dactically outdated and may be linguistically confusing.

As for every artificial intelligence model, the answers are
only as accurate as the initial question (prompt question).
The chatbot can only provide the user with the answers
based on the given information and question, meaning it
is important to understand that the initial question must be
accurate and specific to get the best results. In the present
study, we did not evaluate the effects of different initial
questions (no prompt engineering).

The findings of the present study are not applicable to the
current Cardiological Board Exam in Switzerland. Since
2018, the theoretical board exam is an online-proctored
examination (European Examination in Core Cardiology),
endorsed by the European Society of Cardiology. These
datasets are confidential and inaccessible. In the present
study, we used a historical Swiss theoretical board exam
context from 2017 (previously predefined questions, high-
er pass threshold), which no longer fits with modern med-
ical education assessment.

Conclusion

Overall, the study suggests that most current language-
based chatbots have limitations in accurately solving the-
oretical medical board exams, especially when compared
with well-prepared human experts such as cardiology fel-
lows. An unselected application of currently widely avail-
able chatbots fell short of achieving a passing score in a
theoretical cardiology board exam. Nevertheless, select-
ed and more advanced chatbots/language models showed
promising results. Further research and improvements in
artificial intelligence language models may lead to better
performance in medical knowledge application in the fu-
ture. However, it remains so far essential to rely on human
expertise and judgement for critical tasks.
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Appendix: comparative statistics
A Kruskal-Wallis test showed that there was no significant
difference between the categories of the independent vari-

able with respect to the dependent variable performance, p
= 0.433.

Groups n Median Mean rank

ChatGPT 1 39 2.5

ChatGPT plus 3.5 1 41 5.5

ChatGPT plus 4.0 1 60 8

Jasper speed 1 37 1

Jasper quality 1 64 9

Notion 1 40 4

Bearly 1 42 7

CopyAI 1 41 5.5

You 1 39 2.5

Total 9 41

AI: Artificial intelligence.

Chi2 df p

Perfomance 8 8 0.433

Post hoc test.

Test statistic Std. error Std. test statistic p Adj. p

ChatGPT – ChatGPT plus 3.5 –3 3.84 –0.78 0.435 1

ChatGPT – ChatGPT plus 4.0 –5.5 3.84 –1.43 0.152 1

ChatGPT – Jasper speed 1.5 3.84 0.39 0.696 1

ChatGPT – Jasper quality –6.5 3.84 –1.69 0.091 1

ChatGPT – Notion –1.5 3.84 –0.39 0.696 1

ChatGPT – Bearly –4.5 3.84 –1.17 0.241 1

ChatGPT – CopyAI –3 3.84 –0.78 0.435 1

ChatGPT – You 0 3.84 0 1 1

ChatGPT plus 3.5 – ChatGPT plus 4.0 –2.5 3.84 –0.65 0.515 1

ChatGPT plus 3.5 – Jasper speed 4.5 3.84 1.17 0.241 1

ChatGPT plus 3.5 – Jasper quality –3.5 3.84 –0.91 0.362 1

ChatGPT plus 3.5 – Notion 10.5 30.84 00.39 0.696 1

ChatGPT plus 3.5 – Bearly –1.5 3.84 –0.39 0.696 1

ChatGPT plus 3.5 – CopyAI 0 3.84 0 1 1

ChatGPT plus 3.5 – You 3 3.84 0.78 0.435 1

ChatGPT plus 4.0 – Jasper speed 7 3.84 1.82 0.068 1

ChatGPT plus 4.0 – Jasper quality –1 3.84 –0.26 0.795 1

ChatGPT plus 4.0 – Notion 4 3.84 1.04 0.298 1

ChatGPT plus 4.0 – Bearly 1 3.84 0.26 0.795 1

ChatGPT plus 4.0 – CopyAI 2.5 3.84 0.65 0.515 1

ChatGPT plus 4.0 – You 5.5 3.84 1.43 0.152 1

Jasper speed – Jasper quality –8 3.84 –2.08 1

Jasper speed – Notion –3 3.84 –0.78 0.435 1

Jasper speed – Bearly –6 3.84 –1.56 0.118 1

Jasper speed – CopyAI –4.5 3.84 –1.17 0.241 1

Jasper speed – You –1.5 3.84 –0.39 0.696 1

Jasper quality – Notion 5 3.84 1.3 0.193 1

Jasper quality – Bearly 2 3.84 0.52 0.603 1

Jasper quality – CopyAI 3.5 3.84 0.91 0.362 1

Jasper quality – You 6.5 3.84 1.69 0.091 1

Notion – Bearly –3 3.84 –0.78 0.435 1

Notion – CopyAI –1.5 3.84 –0.39 0.696 1

Notion – You 1.5 3.84 0.39 0.696 1

Bearly – CopyAI 1.5 3.84 0.39 0.696 1

Bearly – You 4.5 3.84 1.17 0.241 1

CopyAI – You 3 3.84 0.78 0.435 1

Adj. p: Values adjusted with Bonferroni correction; AI: Artificial intelligence.
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