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Summary

Dual use research of concern (DURC) is defined by the
World Health Organization as “life sciences research that
is intended for benefit, but which might easily be misap-
plied to do harm.” Ethical and policy discussions on DURC
span the past three decades. Today, however, new and
emerging technologies and associated sociocultural trans-
formations within the scientific community are reshaping
the current risk scenario. This paper identifies three major
trends that are likely to characterise dual use dilemmas
in the near future: the diversification of dual use domains,
the digitalisation of potential threats and the proliferation of
actors. This analysis illustrates an increasingly heteroge-
neous and fragmented risk scenario, which can hardly be
effectively governed top-down from a centralised authori-
ty. We propose that in order to meet the critical challenges
of dual use in the 21st century, a global and distributed
governance is needed. In contrast to globally binding sets
of legal mechanisms administered by a central and hier-
archical authority supported by leading powers, we sug-
gest a global and decentralised governance architecture
encompassing multilevel, multipolar and bottom-up strate-
gies that can stretch across a spectrum of stakeholders
and scientific domains in an agile, proactive and adap-
tive manner. Finally, we discuss how Switzerland can take
a leading role in the promotion and development of this
global governance architecture.
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Introduction

The history of science and technology attests that nearly
any information or technology holds the risk of being co-
opted for nefarious purposes. Examples include the utili-
sation of nuclear reactions for the development of nuclear
weapons [1] and the mailings of Bacillus anthracis spores
to deliberately cause fatal inhalational anthrax infections
for bioterroristic aims [2]. Since the late 1990s this “devi-
ation of intent” [3] of beneficial scientific knowledge and
technology has become the object of scientific investiga-
tion, ethical concern and policy intervention.

In 2004, the US National Research Council introduced the
term “dual use dilemma” to demarcate ethical dilemmas
related to “beneficial life sciences research whose results
could be misused by those wishing to cause harm” [4].
The United States government subsequently introduced the
oversight label “dual use research of concern” (DURC)
and emphasised the importance of minimising the risk that
beneficial research findings could be re-purposed for the
development of threats to public health and national securi-
ty. Today, the DURC label is often criticised by researchers
because of its conceptual ambiguity and lack of analytic
rigor [4]. Nonetheless, it is widely established as a regula-
tory framework among national and international organisa-
tions including the US National Institutes of Health (NIH)
and the World Health Organization (WHO) [5].

One major conceptual controversy related to the definition
of DURC pertains to the problem of intentionality. Tradi-
tional definitions of DURC, including the one provided by
the WHO, encompass both intentional and accidental mis-
use. In contrast, recent reports for the British Royal Society
and the Dutch Research Council have provided a narrow-
er definition and distinguished ‘‘intentional misuse’’ from
the general domain of biosecurity accidents or other activi-
ties resulting in unintended harmful consequences. Malev-
olent agents responsible for intentional misuse of scientific
research and technology may differ in composition (indi-
vidual agents vs organised groups), purpose (political, mil-
itary, personal motive, etc.) and type of organisation (state
vs non-state).

For over two decades the debate on dual use has focused
primarily, if not entirely, on those subdivisions of the life
sciences involving research on pathogens such as virology
and bacteriology. In the early 2010s, dual use dilemmas
sparked a heated debate in the scientific community after
two research articles, published in Science and Nature, re-
spectively [6, 7], reported the experimental creation of in-
fluenza A virus subtype H5N1, which can cause illness
in humans and many other animal species. The dilemma
resulted in a year-long self-imposed moratorium, during
which scientists, ethicists, policy experts and international
organisations debated whether research on pathogens such
as avian influenza should be conducted and published [8].
This debate focused primarily on the notion of gain-of-
function (GOF) [9] research, namely research capable of
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conferring a new or enhanced activity on a biological agent
such as a cell or a protein, especially when this enhances
“the pathogenicity or transmissibility of potential pandem-
ic pathogens” [10]. Proponents highlighted the scientific
importance of GOF experiments to demonstrate causality
between genes or mutations and specific characteristics of
pathogens. In contrast, other researchers have argued that
certain GOF experiments, such as those involving poten-
tially pandemic pathogens, are often low-throughput, poor-
ly generalisable and exceptional in their level of risk, and
therefore should be replaced with safer approaches [9].

In this paper, we review the common emerging features of
dual use threats in the life sciences. Additionally, we out-
line the principles of a possible framework for global gov-
ernance designed to minimise misuse risks without ham-
pering scientific freedom and innovation. Finally, we
conclude by discussing Switzerland’s position in the global
dual use landscape.

Dual use in the 21st century

Compared with their historical antecedents, dual use risks
in the second decade of the 21st century are characterised
by three main features: the diversification of dual use do-
mains, the digitalisation of potential threats and the prolif-
eration of actors (see fig. 1). We argue that these three fea-
tures are likely to persist and even escalate in the upcoming
decade.

Diversification of dual use domains
Although microbiology research involving human
pathogens is still at core of dual use debates, the last
decade has shown that several other areas of the life sci-
ences and medicine are sensitive to dual use dilemmas.
These include, among others, synthetic biology [3, 11],
neuroscience [12, 13], bioinformatics [14], implant medi-
cine [15], and teleoperated surgery [16]. This diversifica-
tion of focus originates from the fact that not only biologi-
cal pathogens but many other tools, methods and scientific
findings have been observed to provide informational or
technical resources for the development of threats. These
include methods for genome editing such as CRISP/Cas9
[3], brain-computer interfaces [17], medical implants [15],

and computer code [14]. The proliferation of dual use risks
across multiple scientific and healthcare domains jeopar-
dises regulatory frameworks and harm-minimisation mea-
sures.

At least three main technological trends appear to be par-
ticularly exposed to dual use risks in the coming years:
gene editing via CRISPR/Cas9, biomedical robotics and
medical implants. CRISPR/Cas9 is a relatively simple
technology for editing genomes which allows genes within
organisms to be effectively and specifically changed. In-
vitro and animal studies have shown that this technology
can potentially correct genetic disorders in humans, such as
cystic fibrosis and Fanconi anaemia [18]. In addition, it can
be used to enable gene drives that reprogramme mosqui-
to genomes with the aim of controlling –possibly eliminat-
ing – the spread of infectious diseases such as malaria [19].
However, CRISPR/Cas9 can be misused for nefarious pur-
poses such as producing pathogenic bioagents that pose
threats to public safety [3]. These include enhanced neuro-
toxins and infectious agents [20]. Due to the relative per-
formative simplicity of CRISPR/Cas9 programming [21]
and the estimated velocity of propagation of contagious
airborne pathogens in the current interconnected world
[22], this technique might result in pandemics and mass de-
struction should it fall into the wrong hands. This risk has
been emphasised by a global threat assessment released in
2016 by James Clapper, the former US Director of Nation-
al Intelligence, which placed CRISPR and other genome
editing techniques among six threats listed in the section
on weapons of mass destruction, alongside North Korean
nuclear tests and Syrian chemical weapons.

Unlike gene editing technology, biomedical robotics is less
likely to result in exponential propagation and global de-
struction. However, the dual use potential of this technolo-
gy relies in its widespread application in military settings.
Wearable robotic machines such as power exoskeletons are
being increasingly used as an assistive technology for im-
proving quality of life and partially restoring motor func-
tions in patients suffering from traumatic injury or neu-
romuscular disorders [23]. In addition, they can be used
to ease or enhance the work of professional caregivers
[24]. At the same time, powered exoskeletons are being in-
creasingly used in the military setting to reduce fatigue in

Figure 1: The evolving dual use scenario in the 21st century.
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operating war-fighters, increase productivity, and enhance
activities such as loading/unloading supplies, running or
climbing [25]. The widespread and hard-to-reverse avail-
ability of biomedical robotic applications in the military
sector raises complex ethical dilemmas for biomedical re-
searchers active in this domain, given the high probabili-
ty that their research findings will be repurposed for non-
civilian aims.

Finally, medical implants and other digital medical devices
may become targets of intent-deviating misuse by malev-
olent actors. The prodromal signs of this trend are already
observable. In August 2017, the US Food and Drug Ad-
ministration (FDA) issued a safety communication regard-
ing potential cybersecurity vulnerabilities of several wide-
ly used cardiac pacemakers. These vulnerabilities included
the risk that adversarial parties could intentionally misuse
the device to drain its battery or insert malicious program-
ming commands into the device. Given that patients with
arrhythmia and heart failure depend on cardiac pacemak-
ers, these vulnerabilities could result in severe harm to
the affected patient [15]. Furthermore, since the devices
at risk were used by over 450,000 patients, cybersecurity
concerns arise not only in terms of severity but also am-
plitude. Similar vulnerabilities have been identified also
in drug-infusion pumps [26], brain implants such as deep
brain stimulation [27] and noninvasive brain-computer in-
terfaces (BCIs) [17]. It is worth considering that harmful
misuse of medical implants does not necessarily require
computationally sophisticated methods for hijacking the
full operational functions of the device. Rudimentary at-
tacks that can disrupt the device’s energy supply or cause
battery drain are sufficient to cause significant harm to the
victim [17].

Digitalisation of potential threats
As the hacking of medical implants attests, malicious soft-
ware or other malevolent exploitation of computers can re-
sult in significant harm to life science research, healthcare
institutions and individual patients. This risk scenario is
enabled by the digitalisation of the life sciences and the
increasing pervasiveness of computing tools in biomedi-
cine research and clinical medicine. In 2016, a comput-
er code originally developed by the US National Securi-
ty Agency (NSA) was repurposed to perform cyberattacks
against various industry actors including the pharmaceuti-
cal company Merck. In the same year, the perpetrators of
the large-scale WannaCry ransomware attack used data en-
cryption techniques to deny access to patient data across
various healthcare institutions of the UK National Health
Services and demanded ransoms to be paid in cryptocur-
rencies, hence selectively turning the dual use potential
of cryptography and distributed ledger computing against
healthcare services.

Cyberweapons can be used not only to sabotage biomed-
ical research and capture biomedical data, but also to create
the tools and infrastructures for biological warfare purpos-
es. State and non-state actors can use advances in bioin-
formatics to enhance the magnitude and proliferation of
biological weapons. As Microsoft co-founder Bill Gates
stated during the Munich Security Conference 2017, “the
next epidemic has a good chance of originating on a com-
puter screen” [28]. The combination of malicious program-

ming and synthetic biology expands the bandwidth and
complexity of this risk scenario. As Gates himself has ar-
gued in a subsequent perspective article in the New Eng-
land Journal of Medicine, “every year, advances in science
make it easier for somebody to create a biologic weapon
of mass destruction” [22]. Advances in artificial intelli-
gence (AI) could aggravate the bandwidth and complexity
of this global risk landscape. In fact, AI techniques could
increase the speed, precision and disruption of both cyber-
attacks and responses, and ultimately lead to a cyber arms
race [29]. The use of cyberweapons against patients, hos-
pitals and research institutions can be seen as the digital
counterpart of using highly contagious and pathogenic
bioweapons, since both threat models are characterised by
fast propagation, difficult prevention and high potential for
harm.

It is important to consider that, while the digitalisation of
the biosciences and medicine is opening new opportunities
for offence, it is thereby also producing new tools for de-
terrence and prevention. Examples include the use of so-
cial media to track and measure current activity of conta-
gious disease [30], retroactively predict disease outbreaks
[31] and promptly notify patients who are victim of disas-
ters [32], as well as the use of web search signals to detect
neurodegenerative disorders [33].

Proliferation of actors
Following increasing internet penetration, open access,
open development and the broader trend of democratisa-
tion of science, scientific-technological knowledge is be-
coming more evenly distributed and fairly accessible
across societies. These trends have undoubted scientific
(e.g., insightful findings emerging from citizen science
projects [34, 35]), social (e.g., increase in scientific literacy
[35, 36]) and ethical [37] benefit, but they also increase
the probability ceteris paribus that people with malicious
intentions might get their hands on such scientific-tech-
nological knowledge. Participant-led biomedical research
studies such as those initiated by online patient communi-
ties, such as PatientsLikeMe and uBiome, have raised eth-
ical concern given their elusiveness to conventional eth-
ical oversight such as review by an institutional review
board [38]. In parallel, do-it-yourself (DIY) biology and
biohacking communities represent a growing socioscien-
tific movement in which individuals or groups actively
engage in scientific research in extra-academic settings
and often in absence of formal scientific training [39, 40].
DIY biologists and neuroscientists often operate in un-
monitored garage laboratories through self-experimenta-
tion and by open-source equipment such as recreated poly-
merase chain-reaction (PCR) machines. A frequent feature
of DIY research is self-experimentation: in the absence
of an available patient population and without certified
safety standards, biohackers often conduct experiments on
themselves. Reported self-experiments include self-injec-
tion with the gene-editing tools [41] and self-administra-
tion of transcranial direct current stimulation [42, 43].

The unmonitored, decentralised and noninstitutional nature
of biohacking research has raised institutional concern.
Since 2010, the US Federal Bureau of Investigation (FBI)
has begun sending representatives to DIY biology confer-
ences [44] and has collaborated with the American Asso-
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ciation for the Advancement of Science's National Science
Advisory Board for Biosecurity to convene meetings on
biosecurity and risk management. Other countries are tak-
ing more repressive regulatory approaches. In 2017, the
German Federal Office of Consumer Protection and Food
Safety, an agency of the German Government, issued a
statement warning that whoever practices genetic engi-
neering outside of a licensed facility would be punished
with a fine of €50,000 or up to 3 years in prison. The state-
ment was based on existing federal regulation, in particu-
lar the “Gesetz zur Regelung der Gentechnik (GenTG)”, a
1990 regulation on genetic engineering that prohibits unli-
censed experiments. This regulation has been perceived by
many as a crackdown on DIY research. In fact, although
obtaining a license is not impossible for biohackers, it may
be difficult for a DIY experimenter to fully comply with
GenTG. Although taking a position in the regulatory de-
bate over DIY biology is beyond the scope of this paper, it
is important to consider that the increasing number of DIY
experiments will cause a fragmentation of actors in the
dual use landscape. It should be noted that several DIY and
bio-hacking communities have produced their own stan-
dards and codes of practice; however whether and how
these codes are enforceable remains to be seen. As DIY bi-
ology grows in number and variety, risk-assessment strate-
gies should have on the radar not only institutions, organ-
ised groups (including terroristic groups) and other state
or non-state actors, but also isolated individuals who could
conceivably do harm if sufficiently skilled and motivated.

Given the substantial heterogeneity of the misuse risks de-
scribed above, one-size-fits-all solutions are unlikely to be
efficacious and traditional regulatory mechanisms might
lack the necessary bandwidth, agility and adaptiveness for
guaranteeing effective oversight.

A double-edged sword

Dual use problems are usually portrayed as dilemmas since
they involve a regulatory decision to be made between pri-
ma facie equally undesirable alternatives. For example, the
influenza A/H5N1 case involved an editorial choice be-
tween the following alternatives: (i) publishing the manu-
scripts and thereby releasing information that could be po-
tentially used by malevolent agents to cause human illness;
(ii) declining publication and thereby censoring the diffu-
sion of scientific knowledge. This dilemma entails a con-
flict between different normative principles such as scien-
tific freedom and transparency on the one hand, and the
promotion of public safety and security on the other hand.
The DIY examples entail a similar conflict between public
safety and security and the human right to science [45] or
even to citizen science [37].

The task of adequate governance is to address the com-
plexity of the problem by identifying (and promoting) a
preferable, or at least, less undesirable course of action.
This requires a proactive risk-benefit analysis, which, ide-
ally, should be conducted prior to commencing DURC
projects. However, authors have observed that risk-benefit
assessments, even though very important, are difficult to
perform in light of the high uncertainty that characterises
values and variables before the actual research is con-
ducted [4]. This methodological quandary is known as the
Collingridge dilemma and it involves a double-blind prob-

lem that is a function of two conflicting constrains: (i) the
impact of a technology cannot be easily predicted until
the technology is extensively developed and widely used;
(ii) controlling or modifying a technology via regulation
is more difficult when the technology has become social-
ly entrenched. To aggravate the problem, risk-benefit eval-
uations based on proxy information such as practical use
and history might be unsatisfactory because they risk pe-
nalising basic research with little short-term application
(whose direct social benefits are difficult to quantify) [46]
and might neglect the evolution of methods and safeguards
over time. Finally, the proliferation of dual use issues
across multiple scientific domains exacerbates the uncer-
tainty of risk-benefit analyses.

Global governance

Given the diversification of dual use domains, the digital-
isation of potential threats and the proliferation of actors,
governance models are increasingly required to expand
their bandwidth, agility and adaptiveness for guarantee-
ing effective oversight. In light of these challenges, DURC
dilemmas in the 21st century will require enhanced gov-
ernance frameworks. In the following, we sketch some
salient features which, in our view, should characterize
such framework. These are global bandwidth, multilevel
and multipolar organisation, proactivity and adaptivity. We
suggest that these normative principles could help re-
searchers and policy makers establish an agenda for DURC
governance in the next decade. It is beyond the scope of
this review to discuss how these principles can be effec-
tively enforced under national and international law, or
how the resulting governance strategies can (and should)
be implemented. These are important areas for further de-
liberation and research.

First of all, effective governance for dual use research and
technology in the 21st century requires a global gover-
nance architecture. The reason for this stems from the fact
that the diversification of potential threats and prolifera-
tion of actors make dual use risks elusive or even immune
to centralised governance mechanisms. As the number of
domains and potential actors multiplies and fragments, it
becomes increasingly unlikely – and possibly counterpro-
ductive – to concentrate oversight efforts under a single
regulatory authority. Additionally, given the inherent het-
erogeneity of dual use threats across different domains
(e.g., synthetic biology vs medical implants) and actors
(e.g., individual malevolent biohacker vs national govern-
ment agencies), it is improbable that effective governance
can be delivered through the same one-fits-all procedure,
set of norms or regulation.

In contrast, a global governance architecture should en-
compass an “overarching system of public governance and
private institutions, principles, norms, regulations, deci-
sion-making procedures and organizations” [47] that are
applicable at various levels of policy making. As observed
by other authors [47], a global governance architecture is
characterised by both vertical and horizontal directional-
ity. Vertical directionality entails multilevel governance,
i.e., governance executed simultaneously at the subnation-
al (e.g., research institution or organisation), national
(state), international (e.g., United Nations) and suprana-
tional level. Horizontal directionality entails multipolar
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policy structures of both state and non-state bodies. In such
a decentralised architecture, guidelines and policies are de-
veloped at “multiple points in the matrix” and require “in-
terlinkages between the various layers and poles of au-
thority and practice” [14]. This multilevel and multipolar
architecture is likely to be easier to implement and better
suited to meet current dual use challenges than a central-
ly administered authority backed up by national powers.
Additionally, it is going to be less affected by centralising
political forces and national influence. Finally, it is better
suited to empower researchers and promote bottom-up ini-
tiatives for responsible innovation.

At the subnational level, governance mechanisms should
be aimed at developing incentives and easy-to-follow path-
ways (including ethical and professional guidelines) for le-
gitimate research, while controlling the export of illegit-
imate (e.g., weaponised) components. These mechanisms
should have a threefold function: (i) preventing the crimi-
nalisation of well-intentioned researchers using potentially
misusable agents (e.g., biological pathogens and malware);
(ii) promoting the value of dual use-conscious research as
a scientific merit; and (iii) providing researchers (includ-
ing nonprofessional researchers and biohackers) with sim-
ple and unambiguous codes of conduct to comply with.
Export controls developed in the context of cyberweapons
[14] could offer a solid basis also for dual use research in-
volving bioweapons or other threats. This subnational gov-
ernance can be implemented in a coordinated way by a
variety of governance bodies including ethics review com-
mittees, advisory boards, regional funding agencies and
single research institutions.

It is worth noting, however, that biohackers, security hack-
ers, DIY experimenters and other individuals who conduct
their research activities outside traditional institutions usu-
ally do not submit their work to any of the afore-listed
bodies and are typically not required to comply with their
guidelines. Given the proliferation of actors and the con-
sequent fragmentation of the risk scenario, several biose-
curity-sensitive activities are likely to slip under the radar
of traditional oversight mechanisms. Strict regulatory ap-
proaches that prohibit biosecurity-sensitive research con-
ducted outside of licensed facilities (as in the German
GenTG) might increase overall security, but are also likely
to thereby infringe upon the freedom of research of nonin-
stitutional actors. This might threaten the very existence of
citizen-science initiatives and deter well-intentioned hack-
ers and DIY researchers. One approach to better balance
security and freedom might be replacing regulations based
on where the research is conducted (licensed vs unlicensed
facilities) with norms based on the degree of transparency
of the research. For example, noninstitutional researchers
may be legally required to register their research activities
on a free and publicly available online registry. In such a
registry, they could provide data elements related to their
project that facilitate disclosure and anticipate possible
risks of their work. This would allow authorities to better
monitor noninstitutional research activities and help DIY
researchers comply with safety and security guidelines.
Of course, such a registry would not eliminate malevolent
DIY researchers, but could make it easier for law enforce-
ment to differentiate them from benevolent researchers,
isolate them, and enforce penalties against them. For ex-

ample, fines can be imposed for individuals who are found
in possession of certain biohacking equipment (e.g., CO2

incubators or DIY PCR machines) in absence of a register
entry.

National regulation could harmonise subnational gover-
nance mechanisms and implement them at a higher level
of governance, particularly at the level of national funding
agencies such as the Swiss National Science Foundation
(SNF). Among other mechanisms, national authorities
could include compliance with specific codes of conduct as
a requirement for funding applications, hence making sure
that safeguards against misuse are considered early on in
the research design phase. For example, authors have ar-
gued that a “biosecurity section” could be incorporated in-
to the standard templates of research project submissions
to national funding agencies in a similar manner to other
requirements such disclosure of conflict of interest and au-
thorship declaration [48]. A step in this direction has been
taken in the United Kingdom, where several national agen-
cies such as the Biotechnology and Biological Sciences
Research Council (BBSRC), the Medical Research Coun-
cil (MRC), and the Wellcome Trust include this type of re-
quirement. At the international and supranational level, the
European Union’s funding guide for dual use research of-
fers practical orientation to researchers in dual-use-sensi-
tive areas, helps them navigate the legislative vacuum and
provides normative suggestions. Such biosecurity sections
should be mindful of the diversification of domains and
digitalisation of potential threats, and require researchers
to disclose not only traditional biosecurity risks (e.g., those
related to harmful biological or biochemical substances),
but also emerging threats resulting from the datafication
and digitalisation of the life sciences. As the cyberweapon
examples show, the increasing dependence of several areas
of the life sciences on computing tools and methods de-
termines that such areas are more likely to be exposed to
the typical vulnerabilities and risks of computer systems
and networks. To mitigate this problem, researchers may
be required to disclose during the peer-review process any
possible negative societal consequences of their work, in-
cluding those at the algorithmic level. This proposal has al-
ready been advocated by the Future of Computing Acad-
emy (FCA), an initiative created by the Association for
Computing Machinery (ACM), the world’s largest com-
puting society (see Nature News Q&A: https://www.na-
ture.com/articles/d41586-018-05791-w [last accessed 30
August 2018]).

When implementing governance strategies, national and
international regulators should avoid both over- and under-
regulation. Overregulation could make compliance too
hard to achieve for researchers, hence ultimately under-
mine the effectiveness of regulation altogether. Under-reg-
ulation could, in contrast, cause decisional uncertainty
among well-intentioned researchers and undermine deter-
rence against malevolent actors.

In addition, regulators should be mindful of what has been
called the “circular dynamics of dual use” [12], namely the
fact that biomedical technologies that have been re-pro-
posed for military aims can subsequently spill over into the
biomedical domain through enhanced beneficial applica-
tions. An example of this phenomenon is the re-proposing
for military aims of biomedical technologies such as elec-
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troencephalography and wearable robotics, which then re-
turned to the biomedical domain through more reliable and
better performing applications [12]. Too strict export con-
trols and inflexible regulation (e.g., global bans) risk in-
terrupting this circular dynamic and prevent the benefits
of defence-related research from returning to the biomed-
ical domain. Furthermore, over-regulation could neglect
the fact that dual use research can be used not only for of-
fence but also for defensive aims. As the hackers’ motto
“sometimes you have to demo a threat to spark a solution”
(usually attributed to Barnaby Jack) goes, testing the re-
sistance of security standards can have constructive conse-
quences.

Breaching biosecurity defences can be done for nonmali-
cious reasons, similarly to the way in which ethical hackers
exploit the weaknesses of computer systems and networks
to anticipate threats through penetration tests and promptly
fix them before malevolent hackers (usually called “black
hats”) could exploit those same weaknesses maliciously.
Recognising this constructive feature of dual use research
will require a proactive shift in dual use governance. Fo-
cusing exclusively on preventing the co-option of benefi-
cial knowledge and technology for malevolent aims is in-
sufficient. Adequate governance mechanisms should also
exploit the potential of dual-use-sensitive research for so-
cial good. For example, distributed ledger computing, the
same technology that was used to demand untraceable ran-
som payments from healthcare institutions during the Wan-
naCry breach, could be used to implement decentralised
global governance across multiple actors.

When switching from reactivity to proactivity, focus on
prevention is paramount. Scientific and technological in-
novation should anticipate future dual use risks and devel-
op preventive strategies that mitigate the magnitude, du-
ration and severity of threats. As observers have noted,
concerns about misuse of bioagents through genetic engi-
neering and weaponisation have not yet resulted in glob-
al preventative measures against the risk of pandemics
[22]. The non-negligible probability of a large and lethal
modern-day pandemic should trigger a “coordinated global
approach” consisting of better tools, early detection and
global response systems [22]. Developing such preventa-
tive measures, however, is not without cost. Therefore, in-
creased funding will be required. A positive step in this di-
rection is the recently established Coalition for Epidemic
Preparedness Innovations (CEPI), an alliance working to
prevent epidemics. Launched at the World Economic Fo-
rum 2017 in Davos, CEPI has received an initial invest-
ment of $460 million from the governments of Germany,
Japan and Norway, the Bill and Melinda Gates Foundation,
and the Wellcome Trust.

Finally, following the diversification of dual use domains,
it will be important to develop domain-specific frame-
works that can adaptively inflect the general global gover-
nance architecture to the specific problems, technologies,
methods and actors of each specific research community.
As in any decentralised infrastructure, each node of the
matrix (e.g., each research community) has a responsibility
to anticipate the dual use challenges that emerge from their
domain-specific tools, methods and operational context. In
addition, each community has a professional obligation to
raise awareness of those dual use challenges among their

peers. For example, researchers have argued in favour of
adapting the general biosecurity framework of the life sci-
ences to the specific challenges of neuroscience such as the
sensitive nature of brain-related data, their correlation with
mental information (e.g., personal preferences) and the re-
portedly suboptimal awareness of dual use issues among
neuroscientists [49]. This sharing of responsibility across
various scientific communities is a key element of a bot-
tom-up and nonhierarchical approach to governance.

The situation in Switzerland

Given its self-imposed and permanent neutrality policy,
Switzerland offers an interesting angle from which to look
at dual use dilemmas. A recent study has qualitatively in-
vestigated the views and perspectives of Swiss life scien-
tists on the regulation of DURC [48]. These study results
indicate that, unlike researchers from other countries [50,
51], Swiss scientists are generally aware of the dual use
problem. However, results show that they often fail at self-
reflectively identifying dual use aspects related to their
own work. From a regulatory perspective, Swiss re-
searchers widely consider freedom of research a non-nego-
tiable value, but generally favour regulation of DURC, es-
pecially via external advisory boards [48].

This study also provided a set of recommendations for re-
searchers and policy bodies with a threefold aim: raising
awareness on DURC in the life sciences, improving risk-
assessment among individual scientists, and identifying
preventative strategies. These strategies include (i) the cre-
ation of a solid and generalisable theoretical framework on
dual use research, (ii) the upgrade of current educational
curricula in the life sciences with the aim of including or
expanding bioethics and biosecurity training, and (iii) dis-
cussing at the policy level the calibrated use of regulato-
ry interventions aimed at maximising biosecurity without
thereby hampering freedom of research. In implementing
such strategies, the authors recommended a cooperative ef-
fort involving scientists, ethicists, security experts and reg-
ulatory agencies on an equal footing.

Some of these recommendations have gained consensus
within the Swiss research community. In 2017, the Forum
for Genetic Research of the Swiss Academy of Sciences
(SCNAT) released a discussion document titled “Misuse
Potential and Biosecurity in Life Sciences Research.” The
document was developed as a result of a series of work-
shops with scientists from Swiss academic institutions and
has a twofold aim: creating a discussion basis for scientists
on how to address dual use dilemmas in biological re-
search, and reinforcing life scientists’ commitment to re-
sponsible research. The document also outlines six major
issues that require paramount attention when designing,
conducting or communicating dual-use-sensitive research.
These are: being aware of the inherent misuse potential of
life science research, developing tools and methods to as-
sess such misuse potential, designing safe and secure re-
search strategies, treating unexpected findings carefully,
communicating results responsibly, and fostering effective
educational and preventive strategies.

These developments suggest that Switzerland, given its po-
litical neutrality, established tradition in security policy re-
search and higher awareness within its scientific commu-
nity, could be well-positioned to take a leading role in
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promoting a global governance of dual use research in the
coming decades.
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